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Tensor decomposition (TD) and their generalizations tensor networks (TNs) are emerging 

tools in Machine Learning (ML), Big Data Analysis (BDA) and Deep Neural Networks 

(DNN). Many real-life data can be naturally represented as higher-order tensors, which 

can be described in distributed and compressed forms by tensor decomposition, with 

substantially, reduced the number of parameters. 

 

We will present a brief overview of tensor networks architectures, associated efficient 

learning algorithms, and illustrate their perspective and potential applications. We 

graphically illustrate models of Tensor Train, Tensor Ring and Hierarchic Tucker, 

MERA and describe their properties and other promising tensor network decomposition 

for high order tensors. Particular emphasis will be given to tensor completion, feature 

extraction, classification, clustering and anomaly detection problems in computational 

neuro-science, especially brain computer interface. Generalization of PCA, SVD, CCA, 

PLS, SVM and regression for tensor models will be also discussed. 
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